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Abstract

We propose a methodology for systematically injecting
defects into an SRAM and simulating the effects. The detect-
to-fault mapping tables can be constructed after the simula-
tion. With such tables, memory diagnosis for design debug-
ging and yield improvement can be done more efficiently.
The analysis of the circuit defects helps the memory design-
ers and process engineers locate the weakness of the mem-
ory chips. The defect and fault detectability obtained from
the analysis also can be used for optimizing the test algo-
rithm and the redundancy structure of the memory. Experi-
mental results show that using a March17N algorithm for
a typical SRAM design, we found only 2.47% of the defects
that have escaped the test.

1. Introduction

As semiconductor memory technologies and the level
of integration continue to improve, the challenge of testing
and diagnosing advanced memory chips and cores (in sys-
tem chips) grows. Specifically, an efficient memory diag-
nosis methodology for yield enhancement has been consid-
ered critical for system-on-chip (SOC) [1–5]. Fault-model
based test and diagnosis algorithms [1,5–8] and physical de-
fect analysis [9–11] for semiconductor memories have been
studied recently. It is noted that a defect may be covered by
different faults, and it is also possible for different defects
to be modeled by the same fault [8,9,12]. The complex re-
lationship between defects and faults makes memory defect
diagnosis difficult.

In this paper, we propose a systematic approach to in-
jecting defects into an SRAM and analyzing the defect ef-
fect by simulation. The analysis includes the establishment
of the relationship between the defects and functional faults
by the defect mapping tables. By injecting the transistor
open, node short, transistor stuck-on, transistor stuck-off,
and node break defects (to be defined in Sec. 3) into the

SRAM cell array, we can establish their relationship with
the functional fault models. Therefore, the defect table can
be used to diagnose the defective memories by using the
memory test algorithm which is derived for the functional
fault models. The approach can be used for different mem-
ory designs and manufacturing processes, though we show
only an SRAM case here. Experimental results show that
using the March 17N algorithm for the specific memory de-
sign and defects, we found only 2.47% of the defects that
have escaped the test.

2. Simulation for Defect Analysis

Defect injection at the layout level usually results in a vi-
olation of the design rules, preventing the EDA tools from
accurate circuit extraction. So far as circuit parameters can
be obtained, we are able to perform defect analysis at the
circuit level. A circuit simulator is used to provide the faulty
behavior of the defective memory. For simplicity, we con-
sider only the following defects in our experiments: open,
short, stuck-on, stuck-off, and break defects (to be defined
in Sec. 3). The approach can be extended to other defects in
the memory.

Figure 1 shows the major steps and tools of the proposed
Defect ANalysis and DIagnosis (DANDI) system. Given
the RAM cell array circuit and the test algorithm, DANDI
automatically injects defects into the RAM. The details of
defect injection and circuit simulation will be described in
Sec. 3. The memory layout can be used to provide addi-
tional information, reducing the number of defects required
for injection and simulation. After defect injection, a circuit
simulator is used for simulating the given March test algo-
rithm, and theMarch signatures(also calledtracesor syn-
dromes) [1, 2, 13, 14] of the faulty memory will be derived.
A March signature for a fault under a test algorithm is a
vector that records the Read operations in the test which de-
tect the fault. The signatures of the functional faults are then
compared with the signatures obtained from the injected de-
fects. We group the defects that result in the same signature
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with a functional fault into an equivalent defect class. Us-
ing the signatures, a faster switch-level simulator instead of
a circuit-level simulator (such as SPICE) can be used [15],
greatly reducing the simulation time. After comparing the
defect signature with the fault signature, the defect map-
ping tables can be constructed. By looking up the defect
mapping tables, possible defects that lead to a certain fault
can be identified. Moreover, based on the analysis result
more realistic functional faults can be defined for different
memory circuits, and unrealistic faults can be dropped. The
information also helps one optimize the test algorithm. Fi-
nally, the simulation result also provides the number of the
first detected defects for each Read operation, which can be
used to further shorten the test algorithm under the specified
test constraints.
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Figure 1. DANDI: the proposed defect analy-
sis and diagnosis system.

3. Defect Injection and Circuit Simulation

Enumerating all possible defects is not possible. We con-
sider only a few typical defects at the transistor level, but the
list of defects in DANDI can easily be updated. Only a sin-
gle defect is injected at a time, which can be a (transistor)
open, (node) short, (transistor) stuck-on, (transistor) stuck-
off, or (node) break defect. Theopendefect is defined as
an open gate, source, drain, or body for a MOS transistor.
This defect is modeled by inserting alargeresistance (that is
user-specified) as exemplified in Fig. 2(A). Theshortdefect
is defined as a resistive short between two nodes, as exem-
plified in Fig. 2(B). It can be an intra-cell short or inter-cell
short. Asmallresistance (also user-specified) is inserted be-
tween the two nodes to model the defect. Examples of the
stuck-onand stuck-off defects (including their simulation
models) are shown in Fig. 2(C) and (D), respectively.

(D) Stuck−off defect:

(C) Stuck−on defect:

(A) Open defect:

Vdd

Vdd

(B) Short defect:
b

a

b

a

Figure 2. Examples of the open, short, stuck-
on, and stuck-off defects.

Figure 3 shows abreakdefect example. Note that the
circuit netlist is represented by nodes and devices. Here a
nodeconnects multiple devices as shown in the figure, and a
break defect partitions the devices into two groups (i.e., di-
vides the original node into two nodes). All possible ways
of grouping will be considered. Letx1;x2; : : : ;xn be the de-
vices connected by the node, wheren> 3, then the number

of break defects with respect to the node is∑bn=2c
k=2 Cn

k . When
one of the groups consists of a single device, the break de-
fect actually reduces to an open defect as defined above.
Since there are numerous ways to designing the layout for
the SRAM cell, our defect injector explores all the possible
defect locations, or ways to divide the node.

Figure 3. A break defect example.

4. Analysis and Diagnosis

We use a 4� 4 bit-oriented SRAM as an experimental
case for deriving the relationship of the defects and faults.
An SRAM cell is shown in Fig. 4. The RAM diagnostic
algorithm we use for this case is obtained using the tool de-
scribed in [13], which is a March 17N algorithm:
* (w0);* (r0;w1; r1);* (r1;w0; r0);* (r0;w1);+ (r1;w0; r0);*
(r0);+ (r0;w1; r1);* (r1).

Table 1 shows the March signature-based fault dictionary
[6, 13] of the March 17N test algorithm. It lists the March
signatures of the conventional functional faults, including
the address-decoder fault (AF), idempotent coupling fault
(CFid), inversion coupling fault (CFin), state coupling fault
(CFst), read disturb fault (RDF), stuck-at fault (SAF), stuck
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Figure 4. Schematic of an SRAM cell.

open fault (SOF), and transition fault (TF). The two pa-
rameters inside the parentheses of a coupling fault indicate
the operations/states of the aggressor and victim cells, re-
spectively. The symbolsD, U , 0, 1, and� represent the

Table 1. Fault dictionary of the March 17N test
algorithm.

Fault Type R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11

AF< 0 . 1 . 0 . . . . . .
AF> . . . . . 1 . . 0 . .

CFid(D;0)< . . 1 . . . . . . . .
CFid(D;0)> . . . . . 1 . . . . .
CFid(D;1)< . . . . . . . 0 0 . .
CFid(D;1)> . . . . 0 . . . . . .
CFid(U;0)< . . . . . . . . . . 1
CFid(U;0)> . . 1 . . 1 . . . . .
CFid(U;1)< 0 . . . 0 . . . . . .
CFid(U;1)> . . . . . . . . 0 . .
CFin(D;�)< . . 1 . . . . 0 0 . .
CFin(D;�)> . . . . 0 1 . . . . .
CFin(U;�)< 0 . . . 0 . . . . . 1
CFin(U;�)> . . 1 . . 1 . . 0 . .
CFst(0;0)< . . 1 . . . . . . 1 .
CFst(0;0)> . 1 . . . 1 . . . . .
CFst(0;1)< . . . 0 . . . 0 0 . .
CFst(0;1)> 0 . . . 0 . 0 0 . . .
CFst(1;0)< . 1 . . . 1 . . . . 1
CFst(1;0)> . . 1 . . . . . . 1 1
CFst(1;1)< 0 . . . 0 . 0 . . . .
CFst(1;1)> . . . 0 . . . . 0 . .

RDF(0) . . . . 0 . . 0 0 . .
RDF(1) . . 1 . . . . . . . 1
SAF(0) . 1 1 . . 1 . . . 1 1
SAF(1) 0 . . 0 0 . 0 0 0 . .
SOF1 0 1 . 0 . 1 . . 0 . .
SOF2 0 . 1 . . 1 . . 0 . .
SOF3 0 . 1 . . 1 . . . 1 .
TF(D) . . . 0 0 . 0 0 0 . .
TF(U) . 1 1 . . 1 . . . 1 1

down transition operation, up transition operation, constant
0 state, constant 1 state, and inversion operation, respec-
tively. The symbols> and< stand for the relative position
between the aggressor and victim cells: the former means
that the address of the aggressor is higher than that of the
victim, and the latter means the other way around. For
example, CFid(D;0)< denotes the CFid that occurs when
there is a down transition in the aggressor that has a lower
address than the victim, and the content of the victim is
forced to 0. Each column in the table represents one of
the 11 Read operations in the March 17N algorithm. A dot

(.) entry means that the fault will not be detected by the
corresponding Read operation. A 1 entry indicates an in-
correct Read result where the expected value is 1, while a 0
entry indicates an incorrect Read result where the expected
value is 0. For example, if there is anAF <, the first, third,
and fifth Read operations will return the values 1, 0, and
1, but the expected values are 0, 1, and 0, respectively, so
the March signature is(0:1:0::::::). Note that in the table
SAF(0) andTF(U) have the same March signature. It is
impossible to differentiate these two faults if we initialize
the memory cell array by the all-0 background [1], unless
timing effect is considered.

The process of mapping the defect signatures (behavior)
to the fault signatures (as listed in Table 1) is calleddefect
mapping. Based on the analysis by DANDI, we found that
an open defect usually leads to an SAF, TF, or RDF, but it
may also result in a signature not listed in the table. Such a
signature cannot be mapped to a fault in the fault list, so the
corresponding fault is called anunmodeled fault. The open
defect mapping results are summarized in Table 2 (also see
Fig. 4 for the MOS transistor labels), where theA and B
entries represent two unmodeled faults with the March sig-
natures(0:::0::00::) and(::1::1::::1), respectively. Note that
A or B may be identified as a modeled fault if we apply a
longer test algorithm. If that is not possible, then the set of
fault models are not sufficient, so new fault models should
be introduced. The two dashes in the table mean that the
respective opens are undetectable by the March 17N algo-
rithm (but they may be detected by another algorithm).

Table 2. Mapping table for the open defects.
M0 M1 M2

Gate open SAF(1) TF(U) TF(U)
Drain open SAF(1) SAF(1) TF(U)
Source open SAF(1) SAF(1) TF(U)
Body open � RDF(0) �

M3 M4 M5
Gate open SAF(1) SAF(1) SAF(1)
Drain open TF(U) SAF(1) SAF(1)
Source open TF(U) B A
Body open RDF(1) RDF(1) RDF(0)

The SRAM cell (see Fig. 4) has 7 independent lines, so
a total ofC7

2 = 21 shorts inside the cell (called theintra-cell
shorts) are considered. An intra-cell short may affect the
behavior of other cells. Table 3 shows the defect mapping
results of the intra-cell shorts, whereCk denotes thek-th cell
in the 16-cell SRAM shown in Fig. 4. Note that the base cell
(i.e., the cell currently being tested) isC10, but all cells af-
fected by a short inC10 are listed in the table. The 7 different
lines arebl (bit line),bl, wl (word line),x, y, Vdd, and GND.
Each row in the table represents a short between two of the 7
lines in cellC10 (the table for other base cells can be derived
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Table 3. Mapping table for the intra-cell short defects.
C1 C2 C3 C4 C6 C8 C9 C10 C11 C12 C14

bl�bl SAF(1) SAF(1) SAF(1) G
bl�wl SAF(1) G SAF(1) SAF(1) SAF(1) SAF(1) SAF(1) E G
bl�x TF(U) TF(U) SAF(1) TF(U)
bl�y TF(U) TF(U) TF(U) TF(U)

bl�Vdd TF(U) TF(U) TF(U) TF(U)
bl�GND SAF(1) SAF(1) SAF(1) G
wl�bl TF(U) D TF(U) H SAF(1) B SAF(1) F TF(U)
wl�x SAF(1) SAF(1) SAF(1) SAF(1)
wl�y SAF(1) SAF(1) SAF(1) SAF(1)

wl�Vdd TF(U) TF(U) TF(U) SAF(1) SAF(1) SAF(1) SAF(1)
wl�GND SAF(1) SAF(1) SAF(1) SAF(1)

y�bl TF(D) SAF(1) SAF(1) G
y�x SAF(1)

y�Vdd TF(U)
y�GND SAF(1)
GND�bl TF(U) TF(U) TF(U) TF(U)
GND�x TF(U)
Vdd�x SAF(1)
bl�x TF(D) TF(D) SAF(1) C

bl�Vdd SAF(1) SAF(1) SAF(1) G

in a similar way). The respective faults for the affected cells
are shown as the table entries. Again, there are several un-
modeled faults, labeled asB;C; : : : ;H, whose signatures are
(..1..1....1), (...0..000..), (...00...0..), (0......00..), (0..0.......),
(0..0..000..), and (01.001000..), respectively. Among them,
only B (for the short between the word line and the bit line)
affects the base cell. Table 3 lists 20 different shorts. The
short between Vdd and GND is excluded, as its diagnosis
is straightforward. The shorts among Vdd, GND,x, andy
affect only the base cell, but not others. Any of the shorts
wl-x, wl-y, wl-Vdd, andwl-GND results in anSAF(1) on
the entire row (i.e., cells 8, 9, 10, and 11). The behavior
of bl-Vdd is identical to that ofbl-GND, while thebl-GND
andbl-Vdd shorts have the same behavior. Any of these
four defects results in the column failure (i.e., faulty cells
2, 6, 10, and 14). Finally, the March signatures ofbl-bl,
bl-Vdd, and GND-bl are the same. This actually is circuit-
dependent, as two shorted lines can form a voltage divider,
and the voltage level of the shorted lines is determined by
the resistance ratio.

Figure 5 shows the fault patterns (patterns of the faulty
cells) for the 20 intra-cell short defects. Using the March
signatures and the fault patterns, diagnosis of the defects
becomes simple and systematic.

The inter-cell short defects include the shorts between
the bit lines of neighboring columns and word lines of
neighboring rows. Table 4 shows the defect mapping re-
sults of four shorts between the second and third rows, and
between the second and third columns. Analysis of shorts
between other rows and columns is similar. From the table,
we see unmodeled faultsA andB again. A word line short
results in SAFs in all the cells of the two affected rows. A
short between two bit lines leads to the signature (..1..1....1)
(for the unmodeled faultB). Other situations are also given
in the table.

��
�
�
�
�

����

����
��
�
�
�
�
��
�
�
�
�
�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
���

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
��
�
�
�������

��
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�

��
�
�
�
�

�
�
�
�

�
�
�
� �

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
� �

�
�
�

�
�
�
�

��
��
�
�
�
�

��

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

bl−bl bl−wl

H
G
F
E
D

TF(D)
TF(U)
SAF(1)

C
B

bl−x bl−y bl−Vdd

bl−gnd wl−bl wl−x wl−y wl−Vdd

wl−gnd y−bl y−x y−Vdd y−gnd

gnd−bl gnd−x Vdd−x bl−Vddbl−x

Figure 5. Fault patterns of the intra-cell short
defects.

Table 4. Mapping table for the inter-cell short
defects.

C1 C2 C5 C6

bl2�bl3 B B B B
bl2�bl3 SAF(1) B A B
bl2�bl3 TF(D) SAF(1) RDF(0) A

C9 C10 C13 C14

bl2�bl3 B B B B
bl2�bl3 A B A B
bl2�bl3 RDF(0) A RDF(0) A

C4 C5 C6 C7

wl2�wl3 SAF(1) SAF(1) SAF(1) SAF(1)
C8 C9 C10 C11

wl2�wl3 SAF(1) SAF(1) SAF(1) SAF(1)
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The stuck-on and stuck-off defects have simpler behav-
ior. They only affect the base cell, resulting in an SAF(1) or
TF(U), as shown in Table 5.

Table 5. Mapping table for the stuck-on/off de-
fects.

M0 M1 M2
Stuck-on SAF(1) TF(U) TF(U)
Stuck-off TF(U) SAF(1) SAF(1)

M3 M4 M5
Stuck-on SAF(1) SAF(1) TF(U)
Stuck-off TF(U) SAF(1) SAF(1)

We consider only the break defects of nodesxandy, each
of which connecting the gates or drains of five MOS de-
vices, as shown in Figure 6. Therefore, a total ofC5

2 = 10
break defects for each of the two nodes are simulated. Ta-
ble 6 is the resulting defect mapping table, forx (upper
rows) andy (lower rows). In the table, e.g.,x1x2 denotes the
partition of the five terminals ofx into two groups:(x1;x2)
and(x3;x4;x5). Our simulation results show that the break
defects ofx and y do not affect other cells. Most of the
equivalent faults areSAF(1) andTF(U).

M3

M
5

M0M2

M
4

M1

Vdd

wl

blbl

y4
y

x3

x

x2

y2

x4

x5

x1
y1

y5

y3

Figure 6. All terminals of the nodes x and y.

Table 6. Mapping table for the break defects.
x1x2 x1x3 x1x4 x1x5 x2x3

SAF(1) SAF(1) TF(U) B RDF(0)
x2x4 x2x5 x3x4 x3x5 x4x5

SAF(1) SAF(1) SAF(1) SAF(1) SAF(1)
y1y2 y1y3 y1y4 y1y5 y2y3

TF(D) TF(U) A SAF(1) A
y2y4 y2y5 y3y4 y3y5 y4y5

TF(U) TF(U) TF(U) SAF(1) SAF(1)

From our analysis, eight unmodeled faults are discov-
ered for the specific RAM under the March 17N test algo-
rithm. The unmodeled faultsA andB are single-cell faults,

so they affect only the defective cell. Each of other unmod-
eled faults (C;D; : : : ;H) affects the victim cells when there
exists an intra-cell short defect. We list the original func-
tional faults with similar signatures as the unmodeled faults
in Table 7. Different test algorithms and memory circuits
may have different results. However, our methodology can
easily be adapted for use in such cases.

Table 7. Comparison of modeled and unmod-
eled faults.

Fault Type R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11

A 0 . . . 0 . . 0 0 . .
RDF(0) . . . . 0 . . 0 0 . .

B . . 1 . . 1 . . . . 1
RDF(1) . . 1 . . . . . . . 1

C . . . 0 . . 0 0 0 . .
CFst(0;1)< . . . 0 . . . 0 0 . .

D . . . 0 0 . . . 0 . .
CFst(1;1)> . . . 0 . . . . 0 . .

E 0 . . . . . . 0 0 . .
CFid(D;1)< . . . . . . . 0 0 . .

F 0 . . 0 . . . . . . .
CFid(U;1)< 0 . . . 0 . . . . . .

G 0 . . 0 . . 0 0 0 . .
SAF(1) 0 . . 0 0 . 0 0 0 . .

H 0 1 . 0 0 1 0 0 0 . .
CFst(0;0)> . 1 . . . 1 . . . . .

The faulty signatures have high correlation with the cell
design. For example, thebl2-bl3 short leads to an extra leak-
age path (see Fig. 7), which results in the tug of war between
the two memory cells. The defective memory output may
be affected by the device ratios of the pMOS and nMOS
transistors in the cells (i.e., M0, M1, M2, and M3). Fig-
ure 8 shows one possible result using several pMOS/nMOS
channel width ratios, by Spice simulation of the defective
circuit. According to the figure, when we increase the chan-
nel width for all M1 and M3 nMOS transistors, we observe
an increased discharge time as well as a lower finalbl2 volt-
age. In this case, the defect can be covered by the delay
fault model.

bl

wl

leakage path

Short defect

3bl2 3bl2bl

Figure 7. The inter-cell bl2-bl3 short.
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Figure 8. Spice simulation result using sev-
eral pMOS/nMOS channel width ratios.

Using DANDI on the March 17N algorithm for the spe-
cific memory design and defects discussed above, we found
only 2.47% of the defects that have escaped the test. Among
the detected defects, about 21% result in unmodeled faults,
and more than 73% result in SAFs and TFs.

5. Conclusions

We have presented a methodology for systematically in-
jecting defects into an SRAM and simulating the effects.
A typical SRAM circuit and its common defects have been
used for demonstrating the methodology. The detect map-
ping tables were constructed after the simulation. With such
tables, memory diagnosis for design debugging and yield
improvement is shown to be done efficiently. The analysis
of the circuit defects helps the memory designers and pro-
cess engineers locate the weakness of the memory chips.
The defect and fault detectability information obtained from
the analysis also is useful for optimizing the test algorithm
and the redundancy structure of the memory.
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